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Abstract: This paper presents an investigation of a machine learning approach to classification of childhood 

disabilities for special education, an inherently complicated multi-class problem. We applied the supervised 

learning to train various classification algorithms utilizing an exhaustive grid search technique with cross 

validation to find optimal hyper-parameters for the classifiers. The analysis results showed that the outperformed 

classifiers successfully classified childhood disabilities with the F1 score of 0.82. This study shows highly 

confident applicability of the machine learning approach to the classification of childhood disabilities in the field 

of special education. 
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1. Introduction 

The number of children with disabilities steadily increased. For example, in the United States, there has been 

15.6% increase in the percentage of childhood disabilities between 2001 and 2011 [1]. In Korea, there has been 

33.6% increase between 2007 and 2015 [2]. 

To provide appropriate special education to needed children in a timely manner, classifying or identifying 

the categories of disability that children may have is crucial [3]. The diagnostic and evaluation procedures for 

children with disabilities are usually very complex. Therefore, the investigation or development of systematic 

evaluation methodologies or diagnostic tools is demanded. 

Many researches have tried various machine learning approaches to investigate possibility of improving 

classification of childhood disabilities. Kosmicki et al. employed feature selection with stepwise backward to 

evaluate Autism Diagnostic Observation Schedule that identify ADS with a subset of behaviours of children [4]. 

Crippa et al. used supervised-learning method to determine if upper-limb movement could be used to classify 

low-functioning children with ASD aged 2–4 [5]. They found potential possibility of identifying subset of 

patients using Support Vector Machine (SVM), but the number of samples were limited by 15 children only. 

Mueller et al. adapted SVM with feature selection to see if features of independent Event Related Potentials 

(ERP) components could be used for the classification of ADHD [6]. Tenev et al. applied SVM to classify 

ADHD patients from control group [7]. Four SVM classifiers were trained with different data set, taken for four 

different conditions, and then the output of the classifiers is logically combined. 

In this study, we investigated multi-class classification of childhood disabilities utilizing wide spectrum of 

classification algorithms with optimal parameters on the performance metrics. The remaining paper is organized 

as follows. Section 2 clarifies technical details of how to obtain classification models with optimal hyper-
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parameters to the problem of identification of childhood disabilities. In Section 3, results and discussions are 

presented on exhaustive comparison of performance measures of various classification models. Section 4 

addresses conclusions of this work. 

2. Methods 

The description of sample data used in this study is presented. A brief introduction to classification 

algorithms is provided. The grid search method to find optimal hyper-parameters per classifier by comparing 

performance metrics is explained. 

2.1. Sample Data Set 

The sample data used in this analysis were obtained from the official evaluation results of 179 children with 

disabilities between the ages of 2 and 15 by the Special Education Centers in Daegu, Republic of Korea from 

January to December 2014. There are 5 categories of childhood disabilities in this analysis: Developmental 

Delay (DD), Autism Spectrum Disorder (ASD), Emotional or Behavioral Disorder (EBD), Intellectual Disability 

(ID) and Physical Disability (PD). Since each child belongs to only one category for special education, it 

becomes the problem of multi-class classification. 

In the data set, the labels are given by the categories of childhood disabilities, officially determined by the 

committee in the centers. There are over 136 features derived from various assessment scores including K-ABC, 

K-ABC-II, K-WISC-IV, KNISE-SAB, SELSI, PRES, U-TAP, K-SIB-R, CBCL 6-18, K-CDI, TRF, C-TRF, 

CBCL 1.5-5, K-ADHDDS, SCQ, STROOP, KOSECT, REVT and K-ADS. The letter K as a prefix represents 

the Korean version of the corresponding international standard evaluation kits for special education. 

2.2. Model Learning 

To design a good classification model or classifier for the given data, it is important to experiment with 

various classification algorithms and fully understand the performance characteristics of the algorithms. In this 

research, we picked popular classification algorithms as classifiers covering various types, i.e., Logistic 

Regression [8], Support Vector Machine [9], Random Forest [10], Gradient Boosting [11] and Nearest 

Neighbors [12]. In this study, all the algorithms are implemented using Scikit-learn, a powerful machine learning 

library in Python [13]. 

To avoid overly generalizing classification performance of classifiers, it is important to measure 

performance with the different data, never seen during model learning. We partitioned the sample data into two 

sets of 75% for training and 25% for test, let the classifiers learned from the training set and measured the 

classification performance using the test set. 

A classifier exhibits different performances with different hyper-parameter settings. Finding optimal settings 

for classifiers becomes the problem of grid search with exhaustive scan of various hyper-parameter combination. 

Table I shows classifiers for the grid search and ranges of hyper-parameters in this implementation. We defined 

key names of classifiers and determined ranges of discrete hyper-parameter values per classifiers for the 

parameter scan. 

TABLE I: Values of hyper-parameters per classifier in grid search 

Classifier Parameters 

GBC {'n_estimators': [32, 64, 128], 'learning_rate': [0.6, 1.0, 1.4]} 

KNC {„n_neighbors‟: [1, 3, 5]} 

LR {„C‟: [0.01, 1, 100]} 

RFC {„n_estimators‟: [32, 64, 128]} 

SVC {'kernel': ['linear'], 'C': [0.1, 10, 100]} 

 {'kernel': ['rbf'], 'C': [10, 100, 1000], 'gamma': [0.001, 0.01, 0.1]} 

* GBC: Gradient Boosting, KNC: K-Nearest Neighbors, LR: Logistic Regression, RFC: Random Forest, SVC: Support Vector Machine 

* n_estimators: # of trees in the forest or boosting stages, learning-rate: decrease of the contribution of each tree, n_neighbors: # of 

neighbors, C: inverse of regularization strength, kernel: kernel type, gamma: kernel coefficient, rbf: Radial Basis Function 
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During evaluating classifiers with different hyper-parameters, the classifiers should be validated with 

different data from model learning to avoid generalization error. To avoid further partitioning of the data for the 

validation, we used 10-fold stratified cross validation. 

The quality of classification of a model is represented by performance metrics. The performance metrics of 

this multiclass classification used in this study include accuracy, precision, recall and F1 score. Calculation of 

metric scores on multiclass problem was done by one-vs.-all method, which is the most commonly used strategy 

[14]. To consider the class imbalance, we calculated the scores with the “weighted” average in which each 

class‟s score is weighted by its size in the sample data. Moreover, the quality of classification is visually 

represented by confusion matrices in a table layout. 

3. Results 

The performance scores from the whole spectrum of the grid search on the training set are shown in Table II 

including hyper-parameters, accuracy, precision, recall and F1 score. The best performing parameters for each 

classifier based on the F1 scores are marked with bold faces in Table II. 

 

TABLE II: Performance scores of the classifiers on the training set 

Classifier Parameters Accuracy Precision Recall F1 Score 

GBC {'n_estimators': 32, 'learning_rate': 0.6} 0.7520  0.7548  0.7520  0.7491  

{'n_estimators': 64, 'learning_rate': 0.6} 0.7280  0.7628  0.7520  0.7599  

{'n_estimators': 128, 'learning_rate': 0.6} 0.7440  0.7557  0.7760  0.7403  

{'n_estimators': 32, 'learning_rate': 1.0} 0.7760  0.7766  0.7840  0.7501  

{'n_estimators': 64, 'learning_rate': 1.0} 0.7920  0.7546  0.7760  0.7609  

{'n_estimators': 128, 'learning_rate': 1.0} 0.7840  0.7846  0.7760  0.7581  

{'n_estimators': 32, 'learning_rate': 1.4} 0.7200  0.7392  0.6800  0.7097  

{'n_estimators': 64, 'learning_rate': 1.4} 0.7120  0.6981  0.7280  0.6712  

{'n_estimators': 128, 'learning_rate': 1.4} 0.7040  0.7186  0.7200  0.6832  

KNC {'n_neighbors': 1} 0.6480  0.6824  0.6480  0.6426  

{'n_neighbors': 3} 0.6880  0.7156  0.6880  0.6843  

{'n_neighbors': 5} 0.6800  0.6474  0.6800  0.6445  

LR {'C': 0.01} 0.7360  0.7189  0.7360  0.7040  

{'C': 1} 0.7520  0.7755  0.7520  0.7468  

{'C': 100} 0.6880  0.6945  0.6880  0.6728  

RFC {'n_estimators': 32} 0.7760  0.7531  0.7440  0.7325  

{'n_estimators': 64} 0.7760  0.7401  0.7680  0.7412  

{'n_estimators': 128} 0.7760  0.7283  0.7600  0.7523  

SVC {'kernel': 'linear', 'C': 0.1} 0.6960  0.6815  0.6960  0.6692  

{'kernel': 'linear', 'C': 10} 0.7120  0.7323  0.7120  0.7051  

{'kernel': 'linear', 'C': 100} 0.7120  0.7300  0.7120  0.7033  

{'gamma': 0.001, 'kernel': 'rbf', 'C': 10} 0.7200  0.6521  0.7200  0.6622  

{'gamma': 0.01, 'kernel': 'rbf', 'C': 10} 0.7120  0.7244  0.7120  0.6923  

{'gamma': 0.1, 'kernel': 'rbf', 'C': 10} 0.6560  0.5663  0.6560  0.5893  

{'gamma': 0.001, 'kernel': 'rbf', 'C': 100} 0.7440  0.7578  0.7440  0.7277  

{'gamma': 0.01, 'kernel': 'rbf', 'C': 100} 0.7280  0.7578  0.7280  0.7168  

{'gamma': 0.1, 'kernel': 'rbf', 'C': 100} 0.6480  0.5593  0.6480  0.5822  

{'gamma': 0.001, 'kernel': 'rbf', 'C': 1000} 0.7360  0.7540  0.7360  0.7219  

{'gamma': 0.01, 'kernel': 'rbf', 'C': 1000} 0.7040  0.7245  0.7040  0.6837  

{'gamma': 0.1, 'kernel': 'rbf', 'C': 1000} 0.6480  0.5593  0.6480  0.5822  

* All the scores are the weighted averages, calculated for each class and weighted by the number of samples in each class. 
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We picked the best performing parameters for each classifier and evaluated the classifier with the best 

parameters using the test set that we did not include during the training. Table III shows the evaluation results on 

the test set, i.e., the performance metrics. For the classification of childhood disability, LR and RFC 

outperformed other classifiers. LR and RFC achieved the F1 score of about 0.82, which means the classifiers 

classify children with disabilities as good as 82% of the best human experts in the field. As is practically 

meaningful if the confidence rate is over 80% [15], this machine learning approach shows highly confident 

result on the classification of childhood disabilities in the special education. 

 

TABLE III: Performance scores of the classifiers on the test set 

Classifier Parameters Accuracy Precision Recall F1 Score 

GBC {'n_estimators': 64, 'learning_rate': 1.0} 0.7593 0.7627 0.7593 0.7518 

KNC {'n_neighbors': 3} 0.7222 0.7856 0.7222 0.7451 

LR {'C': 1} 0.8148 0.8148 0.8148 0.8148 

RFC {'n_estimators': 128} 0.8148 0.8326 0.8148 0.8179 

SVC {'kernel': 'linear', 'C': 10} 0.7593 0.8078 0.7593 0.7691 

 
{'kernel': 'rbf', 'C': 100, 'gamma': 0.001} 0.7593 0.7670 0.7593 0.7621 

 

To visualize and confirm the performance of the classifiers, confusion matrices are presented in the Fig. 1. 
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Fig. 1: Confusion matrices of classifiers (axis: 0 - DD, 1 - ASD, 2 - EBD, 3 - ID and 4 - PD). 

4. Conclusion 

This study seeks a machine learning approach that successfully classify childhood disabilities for special 

education, inherently a complicated multi-class classification problem. We applied the grid search technique 

with cross validation to reveal optimal hyper-parameters of various classifiers. The results showed that the 

classifiers with optimal hyper-parameters could classify the childhood disabilities with the F1 score of 0.82. This 

clearly shows highly confident applicability of the machine learning approach to the classification of childhood 

disabilities for special education. Consequently, properly trained classifiers can be a practical predictor for use in 

the diagnosis of childhood disability. 
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