Machine Learning in the Prediction of Net Sales for Colombian Companies in a Post-pandemic Scenario.


Abstract—The uncertainty about how the economic reactivation will behave worldwide is a general concern; in the face of this panorama, it is essential to look for historical data that allow us to build the present and predict the future, with this purpose and taking advantage of the advancement of technology in the field of Machine Learning, the present work established the predictions on net sales by companies operating in Colombia. To this research, about two million official records were used from the open data portal of the Bogotá Chamber of Commerce, which were divided 70% for training and 30% for tests; based on these data, Linear Regression algorithms were used (LR), Random Forest (RF), XGBoost (XGB), and Extreme Learning Machine (ELM) to make predictions. The results of the regression performance were evaluated through the coefficient of determination, and the best measure performance showed 0.9 with a Random Forest regressor (RF) algorithm.
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I. INTRODUCTION

The current developments and technologies in information storage and data analysis have increased the power of computing. With this, the possibility of running more sophisticated algorithms, for instance, machine learning models that improve the prediction capacity day by day. These tools were some of the main allies to process the data produced in the different scenarios occasioned for the covid 19 pandemic. Endured most of the economic crisis until the bankruptcy, evidenced in the net sales earned during this period.

In this work, we study and present results concerning the prediction of net sales registered in the chamber of commerce of Bogota, Colombia, during the period 2016 until 2019. This data is updated every year. Hence, one of the features recorded is net sales. The original information contains other valuable information such as size, legal type, economic sector, number of employees. This data can be used for analytics purposes using cutting-edge statistical and artificial intelligence methods. Thus, we model net sales companies considering those with net sales are different from zero. Upon a full statistical description of the dataset, where each variable is presented and described, a feature selection process of the data is performed. In the final stage, we split the dataset into two subsets, one for training and the other for testing, then fit four different machine learning methods: Linear Regression algorithms (LR), Random Forest Regressor (RF), XGBoost Regressor (XGB), and Extreme Learning Machine (ELM) to make predictions.

II. RESEARCH SETTINGS

The data considered in this research was taken from the Bogota Chamber of Commerce's open data portal, a non-profit centre that promotes business development in Colombia and encourages the formation of new undertakings. As part of this activity, it is the management of data and statistics. This information is available at https://opendatabogota.ccb.org.co/.

To know the data, the features identified in this analysis are in Table I; in addition, due to different features, pre-
processing work was necessary; for instance, some of them are specified as dummies.

Furthermore, the feature target is a quantitative value; thus, the models ran were regressors. Their performance was evaluated through the coefficient of determination whose closeness to 1 depict a better performance and the Mean Squared Error (MSE), whose the lowest values show a better performance.

We have used four different machine learning models to predict the disappearance: Logistic regression (LG), Random Forest (RF), extreme Gradient Boosting (XGB) and Extreme Learning Machine (ELM), a single-layer feed-forward Network (Huang, 2006) with proved capabilities in many areas of research such as computer vision (Espinosa-Leal, 2019), time-series, clustering, edge devices (Akusok, 2019a). The first three models were implemented using the Python programming language through the widely used scikit-learn implementation (Pedregosa, 2011). The latter was implemented using a new python library named scikit-elm (Akusok, 2019b). Both random forest models were run using the Python Dask library for parallelization (Rocklin, 2015).

We have run a randomized grid search with five-fold cross validation for the models to obtain the best parameters in order to get better values of performance.

III. DESCRIPTIVE ANALYSIS

The data set used for this work formerly was a data set of around 3 million records, but after a pre-processing taking into account those records different to 0, remain 261972 records in the data set. These registers were omitted because of depicting around 90% of the data set, and the main interest is companies with profits.

Table II shows some descriptive statistics about the feature target scaled and not scaled per year.

Besides, the distribution for legal organization shows that around 80% of companies are considered as a natural person or simplified joint-stock company Fig. 1. On the other hand, the size of the companies the 80% of them are focused on microenterprises Fig. 2, moreover, the number of companies with profits between 2017 and 2020, is according to years before and during covid 19 pandemic Fig. 3, where the decrease in 2020 coincides with the closure of business.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Values</th>
<th>Variable dummy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial register renewal</td>
<td>Binary</td>
<td>1- Renovated 0-Canceled</td>
<td>No</td>
</tr>
<tr>
<td>Legal Organization</td>
<td>Qualitative</td>
<td>1- Anonymous 2- Collective 3-Limited by shares 4-Simple Comandita 5- Associative work company 6-State industrial and commercial company 7-Sole proprietorship 8-Foreigner 9-Limited 10-Natural person 11-Simplified joint stock company 12-Retirement pension fund</td>
<td>Yes</td>
</tr>
<tr>
<td>Size</td>
<td>Qualitative</td>
<td>1-Large 2-Median 3-Microenterprises 4-Small</td>
<td>Yes</td>
</tr>
<tr>
<td>Sector</td>
<td>Qualitative</td>
<td>1- Agricultural 2-Trade 3-Construction 4-Industry 5-Mines and quarries 6-Services</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of establishments</td>
<td>Quantitative</td>
<td>Values between 1 and 2297</td>
<td>No</td>
</tr>
<tr>
<td>Number of employed personnel</td>
<td>Quantitative</td>
<td>Values between 1 and 90,000</td>
<td>No</td>
</tr>
<tr>
<td>Importer / Exporter</td>
<td>Qualitative</td>
<td>0-No data 1-Exporter 2-Importer / Exporter 3-Importer</td>
<td>Yes</td>
</tr>
<tr>
<td>Total asset value</td>
<td>Quantitative</td>
<td>Values between 1 and 1.91242E + 15</td>
<td>No</td>
</tr>
<tr>
<td>Total value of liabilities</td>
<td>Quantitative</td>
<td>Values entre 1 y 3.13034E+15</td>
<td>No</td>
</tr>
<tr>
<td>Total equity value</td>
<td>Quantitative</td>
<td>Values between 1 and 1.91242E + 15</td>
<td>No</td>
</tr>
<tr>
<td>Total net sales</td>
<td>Quantitative</td>
<td>Values between 1 and 9.06101E + 14</td>
<td>No</td>
</tr>
</tbody>
</table>
TABLE II.
DESCRIPTIVE PARAMETER FOR SCALED AND NON-SCALED NET
SALES

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Count</th>
<th>Mean</th>
<th>Std</th>
<th>Min</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non Scaled</td>
<td>62646</td>
<td>3.23e10</td>
<td>5.12e12</td>
<td>1</td>
<td>1.47e7</td>
<td>6.22e7</td>
<td>3.59e8</td>
<td>9.06e14</td>
</tr>
<tr>
<td>Scaled</td>
<td>62646</td>
<td>18.05</td>
<td>2.65</td>
<td>0.69</td>
<td>16.5</td>
<td>17.94</td>
<td>19.7</td>
<td>34.44</td>
</tr>
<tr>
<td>2018</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non Scaled</td>
<td>64636</td>
<td>3.13e10</td>
<td>5.04e12</td>
<td>1</td>
<td>1.5e7</td>
<td>6.31e7</td>
<td>3.61e8</td>
<td>9.06e14</td>
</tr>
<tr>
<td>Scaled</td>
<td>64636</td>
<td>18.06</td>
<td>2.64</td>
<td>0.69</td>
<td>16.52</td>
<td>17.96</td>
<td>19.7</td>
<td>34.44</td>
</tr>
<tr>
<td>2019</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non Scaled</td>
<td>84477</td>
<td>4.46e10</td>
<td>6.23e12</td>
<td>1</td>
<td>1.26e7</td>
<td>5e7</td>
<td>2.2e8</td>
<td>9.06e14</td>
</tr>
<tr>
<td>Scaled</td>
<td>84477</td>
<td>17.71</td>
<td>2.55</td>
<td>0.69</td>
<td>16.34</td>
<td>17.72</td>
<td>19.21</td>
<td>34.44</td>
</tr>
<tr>
<td>2020</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non Scaled</td>
<td>50213</td>
<td>5.63e10</td>
<td>7e12</td>
<td>1</td>
<td>1.54e7</td>
<td>6.53e7</td>
<td>3.03e8</td>
<td>9.06e14</td>
</tr>
<tr>
<td>Scaled</td>
<td>50213</td>
<td>17.91</td>
<td>2.71</td>
<td>0.69</td>
<td>16.55</td>
<td>17.99</td>
<td>19.53</td>
<td>34.44</td>
</tr>
</tbody>
</table>

Fig. 1 Distribution of legal organization

Fig. 2 Distribution of size of the companies

Fig. 3 Number of companies with profits

IV. MODELLING

A feature of interest to this study is the net sales of the Colombian companies given the aftermath caused by the covid 19 pandemic so that some regression models as Linear Regression (LR), Random Forest Regressor (RF), XGBoost Regressor (XGB), and Extreme Learning Machine (ELM) were run to make predictions. There was a randomized grid search to obtain the best parameters to get better performance values in all cases.

Due to the frequency distribution of quantitative features even the net sales, some machine learning models were run, but the performance measures obtained were poor, for instance, coefficients of determination of 0 and the better of cases 0.77 for a Random Forest Regressor and though it could be considered as a good performance measure given the obtained with other models, for the above, a logarithm transformation was used to re-scaled the quantitative features with that the performance of the models enhanced. Thus, the models were reset with the features transformed and run to, which improved the performance measures where the random forest regressor showed the best performance.

V. FINDINGS

As we present above, four regression models were run where the feature target is net sales of companies in Colombia before and during pandemic scenarios; in Fig. 4, we present the performance measures obtained in each case.
According to the results obtained with the previous models with the features without transform, random forest shows the best performance and XGBR as the second-best. However, XGBR presents overfitting, and the other models showed a coefficient of determination of 0.

On the other hand, the performance measures obtained considering the log-scaled target feature presented better results in all models. However, Random Forest remains the model with the best performance with the less MSE (0.71) and the best coefficient of determination closest to 1 (0.9).

VI. CONCLUSION

The covid 19 pandemic depict a milestone in human history not just because human lives were lost, but also for the damages caused at all levels as an economic level; many companies around the world were closed due to the sudden paralyzation of the world economy and with this the decreasing of their incomes. For the above, machine learning algorithms allow us build models to predict different features of interest and in future events anticipate adverse scenarios.
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